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Aim of the Project

Japan was the first in the world to propose quantum annealing and, in the research and development of Ising machines—
computers specialized for combinatorial optimization—possesses advanced technological capabilities across all layers, from system
provision, related technologies, theoretical frameworks, and application cases to practical applications, surpassing Europe and the
United States. This technological advantage holds the potential to evolve into a major industry through the creation of new business
opportunities.

The aim of this research study is to construct a next-generation computational infrastructure environment by linking Ising machine
. 7 technology with the forthcoming Japanese flagship system (The “Fugaku NEXT” ) and HPCI systems, conducting investigative research

toward the realization of a hybrid collaborative operational environment.
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through cutting-edge measurements.

Next-Generation Ising Machine Group
® Investigation of next-generation Ising machines
® Exploration of Ising machines using spintronics.

Auto-tuning for Quantum-Inspired Annear

® Quantum-inspired computers are being developed. ® Case Study: A Coherent Ising Machine (CIM)
e CMOS Annealing Machine (Hitachi), Digital Annealer (Fujitsu), etc. CACm (Chaotic Amplitude Control with momentum)
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than Optuna’s Bayesian optimization Auto-Tuning (AT) is performed by Optuna.
with five parameters tuned simultaneously.
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