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Abstract We conducted a performance measurement of virtual machines targeting Microsoft Azure with the
main purpose of investigating the usage environment of public clouds. Specifically, we used Azure CycleCloud,
which is specialized for HPC usage environment and executed various benchmark programs on virtual
machines. We report on the usage environment of Azure CycleCloud and the benchmark test results on
virtual machines. We also discuss the collaboration between supercomputer systems and public clouds.

Azure CycleCloud
• build HPC environment
 ‘VM size‘ refers to properties or resources assigned to a virtual

machine such as CPU, main memory, GPU, and network bandwidth．
 Based on the VM size, it orchestrates VMs and storage and deploys

a job scheduler-configured cluster to an existing network.
 It also installs specified software at the environment construction.

HPC environment built
with CycleCloud

Benchmark test results (1/2)

Benchmark test results (2/2)
• BICCG (Krylov subspace method with a block incomplete Cholesky

preconditioner) solver as a practical application
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