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Abstract We conducted a performance measurement of virtual machines targeting Microsoft Azure with the
main purpose of investigating the usage environment of public clouds. Specifically, we used Azure CycleCloud,
which is specialized for HPC usage environment and executed various benchmark programs on virtual
machines. We report on the usage environment of Azure CycleCloud and the benchmark test results on
virtual machines. We also discuss the collaboration between supercomputer systems and public clouds.
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« BICCG (Krylov subspace method with a block incomplete Cholesky Case 1: Cloud burst, or users can utilize the system without being aware of whether their
preconditioner) solver as a practical application submitted jobs are being executed in an on-premises environment or in a public cloud.
Poisson, DoF: 33M G3_circuit, DoF: 1.5M Case 2: Users actively utilize the public cloud.
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« In Azure, utilization fees reflect the costs of hardware, facility, electricity, and operation
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expenses. In contrast, with "Furo,” only the electricity and part of operation expenses are
# of considered in the usage fees, making it evident that Azure's pricing is higher.
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by committing to use for a certain period and contracting.
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